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Abstract
Hospital quality measures are a vital component of a learning health system, yet they can 
be costly to report, statistically underpowered, and inconsistent due to poor interrater reli-
ability. Large language models (LLMs) have recently demonstrated impressive performance 
on health care–related tasks and offer a promising way to provide accurate abstraction of 
complete charts at scale. To evaluate this approach, we deployed an LLM-based system that 
ingests Fast Healthcare Interoperability Resources data and outputs a completed Severe 
Sepsis and Septic Shock Management Bundle (SEP-1) abstraction. We tested the system 
on a sample of 100 manual SEP-1 abstractions that University of California San Diego 
Health reported to the Centers for Medicare & Medicaid Services in 2022. The LLM system 
achieved agreement with manual abstractors on the measure category assignment in 90 of 
the abstractions (90%; κ=0.82; 95% confidence interval, 0.71 to 0.92). Expert review of 
the 10 discordant cases identified four that were mistakes introduced by manual abstrac-
tion. This pilot study suggests that LLMs using interoperable electronic health record data 
may perform accurate abstractions for complex quality measures. (Funded by the National 
Institute of Allergy and Infectious Diseases [1R42AI177108-1] and others.)

Introduction

I n 2022, quality reporting at a single U.S. acute care hospital was estimated to cost more 
than US$5 million and require more than 100,000 person-hours of work.1 Moreover, 
among all U.S. physician practices, quality reporting has been estimated to cost more 

than US$15 billion and require 785 hours per physician annually.2 Yet, despite such massive 
financial and reporting burdens, quality measures are often assessed on a small denomina-
tor of patients, which limits statistical validity and can lead to delays in both measurement 
and improvement.3-6 These limitations were manifested in March 2020 when, during the 
Covid-19 pandemic, the Centers for Medicare & Medicaid Services (CMS) granted health 
care organizations relief from quality reporting “so the healthcare delivery system can direct 
its time and resources toward caring for patients.”4,7,8
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The Severe Sepsis and Septic Shock Management Bundle 
(SEP-1) measure from CMS is a microcosm of the chal-
lenges involved in hospital quality reporting.9 Previously 
a pay-for-reporting program, the SEP-1 measure will be 
included in the Hospital Value-Based Purchasing Program, 
starting in 2026.10 This addition has been met with oppo-
sition from various professional societies, including the 
Infectious Diseases Society of America and the American 
College of Emergency Physicians, due, in part, to the mea-
sure’s reporting burden and abstraction variability.3,11 
Indeed, SEP-1 is an “all-or-nothing” composite measure 
requiring a complex, 63-step abstraction process that is 
completed through manual chart review.12,13

At University of California San Diego Health (UCSDH), 
abstraction involves an initial determination by nonclini-
cal analysts from an external vendor, followed by a review 
from nurses on the quality team, and then by a final physi-
cian review. CMS requires monthly sampling of at least 20 
patients who meet the measure’s inclusion criteria (e.g., inpa-
tient, International Classification of Diseases, Tenth Revision, 
Clinical Modification [ICD-10-CM] principal or other diag-
nosis code of sepsis, severe sepsis, or septic shock).9,14

Recent work has demonstrated that large language mod-
els (LLMs) can achieve impressive performance on med-
ical-related tasks, including human-level performance 
on standardized medical tests, even without task-specific 
fine-tuning.15–17 Quality measurement is a complex task 
that entails a unique set of challenges based on both the 
medical knowledge required to answer questions as well as 
the need to parse the temporal nature of the clinical course 
of diagnosis and treatment. In this work, we investigate 
whether LLMs using interoperable electronic health record 
(EHR) data can enable the accurate automated abstraction 
of complex quality measures. We use the SEP-1 measure as 
a case study due to its well-studied complexity.

Methods

STUDY DESIGN AND COHORT

We developed and deployed an interoperable LLM system 
and tested it on a convenience sample of all manual SEP-1 
abstractions at UCSDH that were reported to CMS from 
January to May 2022. The sample represented 100 cases 
across two hospitals from three abstractors. The abstrac-
tors were nonclinical specialists from a single vendor who 
were trained on a standard operating procedure for SEP-1 
abstraction.

Our primary outcome was the measure of agreement on cat-
egory assignment (pass, fail, or out of measure) between the 
LLM system and the current standard inclusive of human 
abstractors. We tested agreement using Cohen’s kappa with 
a two-sided test.18 Disagreements between the LLM system 
and human abstractors were adjudicated by a board-certi-
fied emergency medicine and critical care physician who 
chairs the UCSDH Sepsis Committee; the disagreements 
are reported separately.

We performed three independent trials of the LLM sys-
tem to evaluate consistency. A random 10% of cases 
on which the LLM and human abstractors agreed were 
evaluated for interrater reliability by the same physician 
expert. We additionally determined compliance rates 
that were system-generated and system-reported (to 
CMS), as well as their 95% confidence intervals using 
the Clopper–Pearson exact method. A P value of less than 
0.05 was considered significant for all analyses. All statis-
tical analyses were performed using Python version 3.11, 
the SciPy package version 1.10.1, and the statsmodels 
package version 0.13.5.19,20 UCSDH Institutional Review 
Board approval was obtained with a waiver of informed 
consent (805726).

SYSTEM DESIGN

Our system architecture is shown in Figure 1. Data are 
retrieved in Fast Healthcare Interoperability Resources (FHIR) 
version R4 format.21 Structured data are retrieved from the 
Patient, Observation, ServiceRequest, Consent, Flag, and 
MedicationRequest FHIR resource types. Unstructured 
notes are gathered from the DocumentReference and 
Binary resources. Medication administration information is 
not available in FHIR R4 and is retrieved from a proprietary 
Epic application programming interface (API).

The 63-step SEP-1 process flowchart was translated into 
Python and hosted on a cloud-based virtual machine 
within a Health Insurance Portability and Accountability 
Act (HIPAA)–compliant virtual private cloud (VPC).22 
The system proceeds through the measure and queries 
an LLM by performing retrieval-augmented generation 
(RAG) on a patient’s clinical notes. It uses CMS guidelines 
as prompt instructions when it reaches a step that requires 
information from unstructured data.23 The system lever-
ages the Sepsis Consensus Toolkit (Fig. 1), a set of utilities 
developed for this case study, to establish the presence of 
clinical criteria such as systemic inflammatory response 
syndrome and the presence of organ failure from struc-
tured FHIR data. These criteria are then combined with 
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Figure 1. System Architecture for Automation of Hospital Quality Measures.
The data layer (green) enables the collection of electronic health record data through Fast Healthcare Interoperability Resources (FHIR) 
and the computation of clinical criteria. Mirth Connect stores all encounters from admission-discharge-transfer messages. The backend 
FHIR application then queries encounter data and stores it in MySQL. The Sepsis Consensus Toolkit applies standard rule-based criteria to 
the structured data to identify systemic inflammatory response syndrome and organ failure events. The artificial intelligence layer (orange) 
manages the large language model for abstraction. The app layer (blue) services the completed abstractions and collects human feedback. 
AI denotes artificial intelligence; API, application programming interface; FHIR, Fast Healthcare Interoperability Resources; LLM, large 
language model; REST, representational state transfer; RLHF, reinforcement learning from human feedback; and TCP/IP, Transmission 
Control Protocol/Internet Protocol.

NEJM AI is produced by NEJM Group, a division of the Massachusetts Medical Society.
Downloaded from ai.nejm.org on November 1, 2024. For personal use only.
 No other uses without permission. Copyright © 2024 Massachusetts Medical Society. All rights reserved. 



NEJM AI 4

LLM responses to select the appropriate allowable value 
for each SEP-1 data element.

The final output from the system is a completed SEP-1 
abstraction including the measure category assignment. 
We provide this result to users through a web application 
(Fig. 2). Users can change data elements within the applica-
tion’s front-end interface, which triggers creation of a back-
end “human feedback” record.

LLM IMPLEMENTATION

LLM inference was performed using the open-source, gen-
eral-purpose SOLAR 10.7B model with 8-bit quantization 
and a context length of 8092 tokens.24,25 We selected this 
model because it could be hosted on a single 24-gigabyte 
graphics processing unit in a HIPAA–compliant environ-
ment and because it has relatively strong performance on 
standard benchmarks for its size.26 No additional fine-tun-
ing or prompt tuning was performed, and all data remained 
within the VPC. We utilized chain-of-thought and few-shot 
prompting strategies with a temperature of 0.1.27,28 This 
temperature is lower than the default value and was chosen 
to improve the reproducibility of the system. LLM outputs 
were cast to JavaScript Object Notation, and invalid outputs 
were regenerated. The prompt template, all prompts, and 

few-shot examples are detailed in Notes S1 and S2 in the 
Supplementary Appendix.

RAG was performed on the clinical notes by chunking 
the text into 1000-character segments with 50 charac-
ters of overlap, embedding the chunks and query with the 
Instructor model, calculating the cosine similarity between 
the query and the embeddings, and inserting the top six 
most similar chunks into the prompt.29 The relevant code is 
available at https://github .com /aboussina /quallm.

Results
Table 1 summarizes patient characteristics and SEP-1 
measure results based on standard reporting for the study 
cohort, and Table 2 shows LLM system agreement with 
standard reporting inclusive of manual abstraction. We 
observed that the LLM system generated identical measure 
category assignments across all three trials and achieved 
agreement with manual abstractors on measure category 
assignment for 90 of 100 abstractions (90%; κ=0.82; 95% 
confidence interval [CI], 0.71 to 0.92). The physician adju-
dication of the 10 discordant cases is described in Table 3. 
In 4 of the 10 cases, the reviewing physician concluded 

3. Is there documentation the patient is at least 20 weeks pregnant or within 3 days after delivery at the time severe sepsis is identified?

1. (Yes) There is documentation that the patient is at least 20 weeks pregnant or within 3 days after delivery at the time severe sepsis is identified.

2. (No) Three is no documentation that the patient is at least 20 weeks pregnant or within three days after delivery at the time severe
sepsis is identified, the patient is not pregnant, or unable to determine.

RESET

4. Was severe sepsis present?

5. What was the data on which the last criterion was met to establish the presence of severe sepsis?

Date

1. (Yes) Severe sepsis was present.

2. (No) Severe sepsis was not present, or unable to determine.

Unable to determine

PROVIDE FEEDBACK

RESET PROVIDE FEEDBACK

2022-01-23 SAVE DATA

Figure 2. Web Application Front End for the System.
Shown is sample output for the Severe Sepsis and Septic Shock Management Bundle (SEP-1) measure. The measure data elements are 
preloaded from a database in the artificial intelligence layer. The user can change the element, which creates a human feedback record.
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that the LLM system was more accurate than the human 
abstractor.

Agreement by measure category is detailed in Note S3. 
The LLM system classified 19 cases as numerator compli-
ant and 20 as noncompliant, which together make up the 
denominator and resulted in a compliance rate of 19 of 39 
(48.7%; 95% CI, 32.4% to 65.2%). The system also clas-
sified 61 cases as out of measure. Of the random 10% of 
cases in which there was agreement between the LLM and 
human abstractors, our physician expert found a Cohen’s 
kappa of 1.0. An example abstraction from the LLM sys-
tem is shown in Note S4. Example errors from the LLM are 
shown in Note S5.

Discussion
Prior work has advocated reducing the number of qual-
ity measures or transitioning to simpler electronic 

clinical quality measures, which are approaches that, his-
torically, have presented challenges in matching robust 
performance.30 This study offers an alternative: relief from 
reporting burden through better tools that appropriately 
capture case complexity and provide timely feedback. To 
that end, we have demonstrated that LLMs using interop-
erable EHR data may accurately perform abstraction of 
the SEP-1 quality measure and, furthermore, that open-
source LLMs running on consumer-grade hardware may 
be sufficiently capable. To our knowledge, this represents 
the first work to explore the capabilities of LLMs for hos-
pital quality reporting. The SEP-1 measure is one of the 
most complex quality measures, which makes it a suitable 
stress test for quality measurement in general. The avail-
ability of previously reported abstractions and the ability 
to collect user feedback from our system interface also 
offer opportunities for improved performance through 
supervised fine-tuning and reinforcement learning from 
human feedback.31,32

Table 1. Study Cohort Demographics and SEP-1 Measure Results.*

Patient Characteristics SEP-1 Abstraction Cohort (n = 100)

Age — median years (IQR) 66.5 (53.50–74.25)

Sex — no. of patients (%)

 Female 37 (37)

 Male 63 (63)

Race — no. of patients (%)†

 White 49 (49)

 Black or African American 8 (8)

 American Indian or Alaska Native 0 (0)

 Asian or Pacific Islander 10 (10)

 Other race or multiracial 33 (33)

Major measure elements — no./total no. of patients (%)

 Blood culture collection 41/42 (97.6)

 Initial lactate level collection 36/39 (92.3)

  Broad spectrum or other antibiotic  
administration — no./total no. of patients (%)

45/50 (90)

 Repeat lactate level collection 22/24 (91.7)

 Crystalloid fluid administration 5/17 (29.4)

Measure category assignment — no. of patients (%)

 B (not in measure population) 62 (62)

 D (in measure population) 22 (22)

 E (in numerator population) 16 (16)

Compliance rate — no./total no. of patients (%) 16/38 (42.1)

* Of 100 cases, 62 did not qualify for the measure (not in measure population; B) per the SEP-1 guidelines. There were 22 patients in the measure 
population (D) and 16 numerator-compliant patients in the numerator population (E) for an overall compliance rate of 16 of 38 (42.1%; 95% 
confidence interval, 28.6% to 61.7%). Blood cultures were collected within the specified time frame in 41 of 42 cases (97.6%); timely antibiotics 
were administered in 45 of 50 cases (90.0%); and, when initial hypotension was present, 30 ml/kg of crystalloid fluids were initiated and completely 
infused in 5 of 17 cases (29.4%). IQR denotes interquartile range; and SEP-1, Severe Sepsis and Septic Shock Management Bundle.

† Race was reported by the participants.
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Table 2. Large Language Model System Agreement with Manual Abstraction for SEP-1.*

SEP-1 Question

No. (%) of Abstractions Where System 
Answer Resulted in Agreement with 

Manual Category Assignment†
Data Element Distribution (no.; %) 

from Manual Abstraction

Was the patient received as a transfer from an inpatient, 
outpatient, or emergency/observation department of an outside 
hospital or from an ambulatory surgery center?‡

99/100 (99) Y (10; 10)

N (90; 90)

During this hospital stay, was the patient enrolled in a clinical trial 
in which patients with the same condition as the measure set were 
being studied?‡

100/100 (100) Y (0; 0)

N (100; 100)

Is there documentation the patient is at least 20 weeks pregnant or 
within 3 days after delivery at the time severe sepsis is identified?‡

100/100 (100) Y (0; 0)

N (100; 100)

Was severe sepsis present?‡ 98/100 (98) Y (49; 53.8)

N (42; 46.2)

When was the last criterion met to establish the presence of severe 
sepsis?‡

97/100 (97) —

Is there documentation that the patient or authorized patient 
advocate refused either a blood draw, IV fluid administration, or IV 
antibiotic administration within the specified time frame?‡

100/100 (100) Y (3; 5.4)

N (53; 94.6)

Is there physician/APN/PA documentation of comfort measures 
only, palliative care, or another inclusion term before or within 6 
hours after the presentation of severe sepsis?‡

99/100 (99) Y (5; 8.9)

N (51; 91.1)

What was the patient’s discharge disposition on the day of 
discharge?‡

100/100 (100) Home (62; 62)

Hospice — home (2; 2)

Hospice — health care facility (3; 3)

Acute care facility (2; 2)

Other health care facility (16; 16)

Expired (10; 10)

Left AMA (5; 5)

Not documented or unable to 
determine (0; 0)

Was a broad-spectrum or other antibiotic administered within the 
specified time frame?

100/100 (100) Y (45; 90)

N (5; 10)

What was the earliest datetime on which an antibiotic was started 
within the specified time frame?

100/100 (100) —

Was a blood culture collected within the specified time frame? 100/100 (100) Y (41; 97.6)

N (1; 2.4)

When was the blood culture collected? 100/100 (100) —

Is there documentation supporting an acceptable delay in 
collecting a blood culture?‡

99/100 (99) Y (1; 33.3)

N (2; 66.6)

Was an initial lactate level drawn within the specified time frame? 100/100 (100) Y (36; 92.3)

N (3; 7.7)

What was the datetime on which the initial lactate level was 
drawn?

100/100 (100) —

What was the initial lactate level result? (≤2 mmol/l, >2 mmol/l 
and <4 mmol/l, or ≥4 mmol/l)

100/100 (100) ≤2 mmol/l (12; 33.3)

>2 mmol/l and <4 mmol/l (17; 47.2)

(Continued)
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Table 2. (Continued ) Large Language Model System Agreement with Manual Abstraction for SEP-1. 

SEP-1 Question

No. (%) of Abstractions where System 
Answer Resulted in Agreement with 

Manual Category Assignment†
Data Element Distribution (no.; %) 

from Manual Abstraction

≥4 mmol/l (7; 19.4)

Was a repeat lactate level drawn within the specified time frame? 100/100 (100) Y (22; 91.7)

N (2; 8.3)

What was the earliest datetime on which the repeat lactate level 
was drawn?

100/100 (100) —

Was initial hypotension present within the specified time frame? 100/100 (100) Y (12; 35.3)

N (22; 64.7)

When was initial hypotension present 6 hours prior to or within 6 
hours following severe sepsis presentation date and time?

100/100 (100) —

Were crystalloid fluids initiated within the specified time frame and 
completely infused based on the target ordered volume?

99/100 (99) Y (5; 29.4)

N (12; 70.6)

What was the earliest datetime on which crystalloid fluids were 
initiated within the specified time frame?

100/100 (100) —

Is there documentation of the presence of septic shock?‡ 100/100 (100) Y (7; 26.9)

N (19; 73.1)

What was the datetime on which the last criterion was met to 
establish the presence of septic shock?‡

100/100 (100) —

Is there documentation that the patient or authorized patient 
advocate refused either a blood draw, IV fluid administration, 
or vasopressor administration before or within 6 hours after the 
septic shock presentation time?‡

100/100 (100) Y (0; 0)

N (7; 100)

Is there physician/APN/PA documentation of comfort measures 
only, palliative care, or another inclusion term before or within 6 
hours after the presentation of septic shock?‡

100/100 (100) Y (0; 0)

N (7; 100)

Was persistent hypotension or new onset of hypotension present 
within 1 hour of when the target ordered volume of crystalloid 
fluids was completely infused?

99/100 (99) Y (1; 16.7)

N (5; 83.3)

Was an IV or intraosseous vasopressor administered within the 
specified time frame?

100/100 (100) Y (1; 100)

N (0; 0)

What was the datetime on which an IV or intraosseous 
vasopressor was administered within the specified time frame?

100/100 (100) —

Was a repeat volume status and tissue perfusion assessment 
performed within the specified time frame?‡

100/100 (100) Y (3; 100)

N (0; 0)

What datetime was a repeat volume status and tissue perfusion 
assessment performed?‡

100/100 (100) —

Final measure category assignment 90/100 (90)§ B (62; 62)

D (22; 22)

E (16; 16)

* Each row represents a SEP-1 process step and the rows are ordered from the beginning to the end of the process flow. AMA denotes against medical 
advice; APN, advanced practice nurse; IV, intravenous; LLM, large language model; PA, physician assistant; and SEP-1, Severe Sepsis and Septic 
Shock Management Bundle.

† The numerator is the number of cases where a response generated by the LLM system did not result in disagreement of the measure category 
assignment. The denominator is the total number of abstractions.

‡ Indicates that an LLM query was utilized for the question.
§ Because SEP-1 is an all-or-nothing measure, a mismatch of even a single criterion can result in a different final measure category assignment.
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This approach is promising because evaluating a measure 
across a cohort of patients can be easily scaled beyond stan-
dard sampling for robust statistical findings. Within our 
study cohort, only 38 patients were included in the measure 
after 5 months of reporting. This data sample is insufficient 
to identify meaningful quality improvement opportunities. 
However, this LLM system affords a feasible approach that 
may enable SEP-1 abstraction to scale to every patient with 
an encounter during a reporting period.

Equally importantly, these findings can be generated shortly 
after patient discharge, which can shorten the time neces-
sary to incorporate process improvements within a learning 
health system. Timely auditing and feedback have been 
shown to improve measure compliance.33,34 Unfortunately, 
quality measures are often prepared at either a monthly or 
quarterly resolution. For SEP-1 reporting at UCSDH, only 
cases from 2 months prior are prepared in a given month, 
which precludes the use of the measure to proactively target 
systemic issues.

Artificial intelligence for quality reporting also offers a prom-
ising avenue to reduce the variability inherent in human 
chart review. The National Quality Forum (NQF) takes the 
position that a performance measure cannot be scientifi-
cally acceptable if its data elements have poor interrater reli-
ability.35 The NQF recommends that measure developers 
avoid data elements with a kappa statistic lower than 0.41. 
Yet, Rhee et al. demonstrated that the SEP-1 pass rate had a 
kappa of 0.39 across three reviewers at three hospitals and 
that abstractors agreed on time zero in only 36% of cases.5 
In this study, we observed a few examples of human error 
that could contribute to poor reliability (Table 3). In two 
cases, clear documentation of suspected infection was over-
looked by reviewers, resulting in a different time zero. In one 
case, the presence of organ failure due to an international 
normalized ratio value greater than 1.5 was missed.

We also observed clear errors and hallucinations by the 
LLM, resulting in incorrect abstractions (Note S5). In one 
case, the LLM inappropriately conflated palliative radiation 
therapy with comfort measures only. In another, the LLM 
inferred, on the basis of insufficient evidence, that an infec-
tion was being treated prior to the presentation of severe 
sepsis. With improved grounding and alignment, the ability 
to apply the same criteria, prompts, and model to a consis-
tent set of interoperable data elements holds promise for 
improving intrasystem and intersystem reliability.

Our study has several limitations. First, our study cohort is 
a small convenience sample of only 100 cases across two 
hospitals. This sample represents 5 months of abstraction 
in our health system and highlights the limited scope of 
manual review in the current state. Second, while we used 
interoperable data standards wherever possible, the system 
was reliant on a proprietary API for medication administra-
tion information and would require modification to support 
other EHR vendors. Third, we did not explore performance 
across different LLMs. However, since we used a midsize, 
general-purpose LLM that was not fine-tuned on our data 
or adapted to the medical domain, we expect that our 
results are generalizable. Finally, although we provided a 
web application front end for our system, we did not explore 
the human–computer interaction. Future work is needed 
to evaluate whether human abstractors equipped with this 
tool can achieve greater accuracy, reliability, and efficiency. 
Future work will also evaluate whether automated abstrac-
tion generation can save clinician reviewer time by present-
ing clear evidence and enabling rapid rework.

Ultimately, the evolution of quality metrics through the 
adoption of interoperability standards and artificial intelli-
gence offers a promising avenue to alleviate the workload 
associated with manual chart reviews, thereby reallocating 
precious time to health care quality initiatives.

Table 3. Physician Review of Discrepant Cases.*

Root Cause of Disagreement Number of Cases Physician Adjudication

The patient had chronic kidney disease with a creatinine baseline of (2–3) mg/dL. 
The system identified a creatinine value elevated >0.5 above baseline as evidence 
of organ failure. The abstractor did not identify this as a sign of organ failure.

1 LLM system is more accurate

INR organ failure missed by abstractor.† 1 LLM system is more accurate

Difference in documentation of infection time. 2 LLM system is more accurate

1 Abstractor is more accurate

LLM is too sensitive to the presence of palliative care. 1 Abstractor is more accurate

LLM is too sensitive to an acceptable delay in blood cultures. 1 Abstractor is more accurate

Missing data fields (e.g., arterial line blood pressure measurements).† 3 Abstractor is more accurate

* INR denotes international normalized ratio; and LLM, large language model.
† Fields were incorporated into the system after physician adjudication.
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